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Message of the talk:

1) X-Ray Phase-Contrast Imaging (XCPI) is an 
extremely important diagnostic for HED physics
- First experiment at Phelix, GSI, to study the dynamics of 
single shocks
- Experiment at Omega, Rochester, to study the dynamics 
of two consecutive shocks
(clearly important for the shock ignition approach to ICF)

2) XPCI can be implemented on LMJ using PETAL 
as a backlighter source
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XPCI is an imaging technique successfully used in several 
domains of science from biology to material science using 
conventional X-ray sources, laser-plasmas, XFELS…

There are not many applications of XPCI to HED physics using 
high-energy laser systems and laser-plasmas as a backlighting 
source 
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What is XPCI ?

- The refractive index of matter (including 
plasmas) has a real and imaginary part

𝑛 = 1 − 𝛿 − 𝑖𝛽

- X-ray radiography is based on the differences 
in the absorption coefficient of matter  (µ =
2𝑘𝛽) which is proportional to density ρ

LASER-DRIVEN SHOCK WAVES STUDIED BY X-RAY . . . PHYSICAL REVIEW E 95, 063205 (2017)

energy E and material according to

k(E,x,y,z) = µ(E,x,y,z)ρ(x,y,z), (2)

where µ is the mass attenuation coefficient characteristic of
the specific material and ρ is the material density. We can then
calculate
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We can apply Abel inversion to obtain the attenuation
coefficient from Eq. (4), which gives
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where r is the distance of the point of the image from the
symmetry axis z in the inverted image. Due to the assumption
of cylindrical symmetry, only half of the image is actually
used in the inversion process. Assuming a mass attenuation
coefficient µ depending only on the x-ray energy (which is
appropriate in the range of density and temperature considered
in our experiment [22]), one can obtain the density map of the
target from Eq. (2). In our case (for 4.9-keV photons in plastic)
µ ≈ 18.5 cm2/g [23]. We developed a program to compute the
Abel inversion of the experimental transmission map to retrieve
the density map. We also developed a module that computes
the Abel transform to obtain a transmission map from a given
density map.

In addition, we produced numerical density maps, which
can be compared with experimental data. We used the 2D, two-
temperature radiation hydrodynamic code DUED. Equation of
state (EOS) data are provided by a slightly improved version
of the model of Ref. [24]. We have checked that DUED with the
quoted EOS reproduces with high accuracy the experimental
data [25] for plastic at pressures in the range 1–10 Mbars.
Radiative transfer is described by a multigroup diffusion
scheme. Opacities are provided by an upgraded version of
the SNOP code [26]. While the original SNOP code only applies
to single-element materials, the present version also deals with
mixtures. Moreover, we developed a module that can calculate
a synthetic radiograph using the numerical density map. In this
way we were able to include important source properties such
as the finite width of the x-ray source that cannot be included
in a simple Abel treatment.

The whole procedure was tested in the case of the nonirra-
diated hemispherical target. Figure 3 shows the experimental
radiograph [Fig. 3(a)], the synthetic radiograph [Fig. 3(b)], and
the Abel transform [Fig. 3(c)]. Figure 4 shows transmission
vs the axial coordinate z, as obtained from the experimental
radiograph, the synthetic radiograph, and the Abel transform.
The error bars are estimated from the fluctuations of the
backlighting source, which gives the dominant contribution
to the noise. In the synthetic radiograph an x-ray source with
Gaussian intensity distribution and a 30-µm FWHM was
assumed. Such a value of the Kα source size is larger than

FIG. 4. Transmission of the hemispherical target along the line
z = 130 µm. The experimental result (dots) is compared with the
synthetic radiograph (red curve) and the Abel transform of the
numerical density map (black curve).

the laser spot size, as reported in previous experiments [27].
Figure 4 shows how the source width plays a fundamental role.
Unlike the experimental data, the Abel transform shows a sharp
edge at the target border and underestimates transmission. The
effect of the x-ray source size will be discussed in more detail
in Sec. III A.

III. RESULTS

We applied our simulation-assisted radiography technique
to the data collected in the experiment for the cylindrical
target and then for the hemispherical target. The raw data
for both targets are shown in Fig. 5. Notice that all images
are not symmetrical with respect to the z axis. In the case
of hemispherical targets, in addition, the shock front is
clearly slightly tilted with respect to the same axis. Since
our procedure requires cylindrical symmetry, we rotated these
images. In all cases, we used half an image (the upper portion).
We checked that using the lower portion leads to similar results.

A. Cylindrical target

We consider a shot in which the laser delivered 400 J in
the second harmonic with a flat top of 1.2 ns, preceded by

FIG. 5. Experimental radiographs: (a) cylindrical target at t =
4.7 ns and (b) and (c) spherical target at t = 2.7 ns and t = 4.7 ns,
respectively.

063205-3

L. Antonelli , et al. «Laser-driven shock waves 
studied by x-ray radiography» PHYSICAL REVIEW E 
95, 063205 (2017) 

8 Mbar shock propagating in 
250 µm plastic (Dt = 4.7 ns)

LULI 
laser

- In order to probe large / dense samples you need 
high-energy X-rays but then the differences in 𝛽
are not large enough to allow getting a good 
contrast
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What is XPCI ?
- XPCI depends on the real part of the refraction index, i.e. on 𝛿 which produces a 

phase shift in the probing  e.m. wave (Δ𝜙 = 𝑘𝑛𝑥) and ray refraction,  according to 
Snell-Descartes law ( ⁄𝑖 𝑟 ≈ ⁄𝑛! 𝑛")

- XPCI is therefore very sensitive to the presence of strong gradients in the 
refraction index (i.e. in the density) as those produced by shock waves

- The typical feature of XPCI is the localized enhancement in the image contrast
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XPCI: Example with static targetX-ray Phase-
Contrast
Imaging and
application in
HED physics

XPCI
experiment at
GSI

XPCI vs
Absorption

XPCI at LLE,
a numerical
study

Code
development

Conclusion

Static object:

We performed a first test using a static object, a nylon wire:

Good signal in a single shot.

Agreement between simulation and experimental data.

L. Antonelli, et al.  «X-ray phase-
contrast imaging for laser-induced 
shock waves» EPL, 125 (2019) 35002
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XPCI: importance of the coherence length 
The recorded pattern on detector results from the superposition of waves coming 
from a «coherence area» defined as 

𝑅# is the source to sample distance, 𝑠 the source size and 𝜆 the X-ray wavelength. 
𝐿$ has to be larger than the scale length of the structures to be resolved

𝐿! =
𝜆𝑅"
𝑠

Need small 
source size
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Experiment at GSI (Phelix laser)

X-ray Phase-
Contrast
Imaging and
application in
HED physics

XPCI
experiment at
GSI

XPCI vs
Absorption

XPCI at LLE,
a numerical
study

Code
development

Conclusion

Experimental setup
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Short pulse:

�[µm]: 1

E[J]: 25

⌧ [ps]: 0.5

width[µ]: 5

Source:

R0[cm]: 27

R1[cm]: 94

widthx [µm]: 30

widthy [µm]: 5

Long pulse:

�[µm]: 1

E[J]: 25

⌧ [ps]: 2000

width[µ]: 50

X-ray Phase-
Contrast
Imaging and
application in
HED physics

XPCI
experiment at
GSI

XPCI vs
Absorption

XPCI at LLE,
a numerical
study

Code
development

Conclusion

Petawatt High-Energy Laser for Heavy Ion
EXperiments (PHELiX):

Tungsten 5 µm
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Shock Wave propagation
X-ray Phase-
Contrast
Imaging and
application in
HED physics

XPCI
experiment at
GSI

XPCI vs
Absorption

XPCI at LLE,
a numerical
study

Code
development

Conclusion

Shock-waves

Shock-wave generated at 5⇥ 1014 Wcm�2

Delay between laser pulses 8 ns

Experimental image Experimental profile on axis

Typical intensity edge 
enhancement due to 
XPCI

strong density gradient in the low-
density region behind the shock

c     b     a

vacuum

Unperturbed 
plastic
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Shock Wave propagation

X-ray Phase-
Contrast
Imaging and
application in
HED physics

XPCI
experiment at
GSI

XPCI vs
Absorption

XPCI at LLE,
a numerical
study

Code
development

Conclusion

Simulation: reduced focal spot (1)

Assuming he presence of spikes we tried a much smaller focal
spot:

DUED simulation +
phase-contrast module

Experimental profile on axis
(black dots) and numerical
profile (red line)

Comparison with hydro simulations (DUED)
S.ATZENI Comput. Phys. Commun. 43, 107 (1986) 

Simulation used reduced spot size  to improve the agreement with experimental results
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Do we get more information?

X-ray Phase-
Contrast
Imaging and
application in
HED physics

XPCI
experiment at
GSI

XPCI vs
Absorption

XPCI at LLE,
a numerical
study

Code
development

Conclusion

Simulation: reduced focal spot (1)

Assuming he presence of spikes we tried a much smaller focal
spot:

DUED simulation +
phase-contrast module

Experimental profile on axis
(black dots) and numerical
profile (red line)

L. Antonelli et al.

Fig. 4: Comparison between the profile along the propagation axis of (a) XPCI simulation with nominal focal spot dimension
and (b) reduced focal spot dimension. Image (c) shows the profile comparison between the simulations (red and blue lines) with
the experiment (black dashed line).

Fig. 5: Synthetic radiographs corresponding to the simulation with (a) nominal focal spot and (b) reduced focal spot. The
image (c) compares the intensity profiles along the axis of the image (a) (black line) and (b) (red line).

for the discrepancy comes directly from the experimental
image: A localized bright region inside the shock wave is
indicative of a strong density gradient which would “de-
flect” photons from the higher density region to the lower
one. This single intensity peak is probably due to the rar-
efaction wave which stands behind the shock front and
inside the shocked material. Moreover, the strong 2D
evolution observed is more consistent with a smaller fo-
cal spot. We could not characterize the focal spot at full
power and there was no phase plate to smooth the focal
spot distribution. It is therefore reasonable to expect high
intensity spikes which would affect laser energy deposition.
In addition, considering the wavelength used, we were also
more susceptible to parametric effects which could modify
the energy absorption.

To test this hypothesis, we performed several simula-
tions where we progressively reduced the laser spot size
from 50 µm down to a 5 µm central spike. Results for
the smallest focal spot are detailed in fig. 3(c). Here, we
can distinguish a bright region corresponding to a single
phase contrast peak that is broadly consistent with our
experimental results. While the agreement is not per-
fect, this simulation proves that a spike in laser intensity

can dramatically affect the resulting phase contrast im-
age. The laser energy was kept at 25 J in these simula-
tions. In fig. 4(b), we present on-axis intensity profiles
for the experiment alongside numerical simulations with
a smaller focal spot. A single, intense peak is appar-
ent in the central region that is qualitatively consistent
with the experiment. One explanation for a smaller focal
spot in our experiment could be self-focusing of the laser
beam [32,33]. The laser pulse duration was long (τ = 2 ns),
which would allow the laser to interact with plasma gen-
erated earlier in the interaction. In order to improve the
agreement, a more detailed characterization of the focus-
ing condition is required. Moreover, the experimental
image in fig. 3(a) shows a non-uniform curvature radius
of the shock front. This suggests that we should treat this
as a three-dimensional problem, using a 3D code with a
detailed knowledge of the energy distribution inside the
focal spot. However, the high-quality XPCI images allow
a detailed study of the shock shape. By contrast, X-ray
absorption radiography does not provide us with the same
level of detail. To prove this, we can compare the synthetic
absorption radiography of the two simulations. The re-
sults are shown in fig. 5(a) and (b). It is much harder to
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Fig. 4: Comparison between the profile along the propagation axis of (a) XPCI simulation with nominal focal spot dimension
and (b) reduced focal spot dimension. Image (c) shows the profile comparison between the simulations (red and blue lines) with
the experiment (black dashed line).

Fig. 5: Synthetic radiographs corresponding to the simulation with (a) nominal focal spot and (b) reduced focal spot. The
image (c) compares the intensity profiles along the axis of the image (a) (black line) and (b) (red line).
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image: A localized bright region inside the shock wave is
indicative of a strong density gradient which would “de-
flect” photons from the higher density region to the lower
one. This single intensity peak is probably due to the rar-
efaction wave which stands behind the shock front and
inside the shocked material. Moreover, the strong 2D
evolution observed is more consistent with a smaller fo-
cal spot. We could not characterize the focal spot at full
power and there was no phase plate to smooth the focal
spot distribution. It is therefore reasonable to expect high
intensity spikes which would affect laser energy deposition.
In addition, considering the wavelength used, we were also
more susceptible to parametric effects which could modify
the energy absorption.
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from 50 µm down to a 5 µm central spike. Results for
the smallest focal spot are detailed in fig. 3(c). Here, we
can distinguish a bright region corresponding to a single
phase contrast peak that is broadly consistent with our
experimental results. While the agreement is not per-
fect, this simulation proves that a spike in laser intensity

can dramatically affect the resulting phase contrast im-
age. The laser energy was kept at 25 J in these simula-
tions. In fig. 4(b), we present on-axis intensity profiles
for the experiment alongside numerical simulations with
a smaller focal spot. A single, intense peak is appar-
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with the experiment. One explanation for a smaller focal
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beam [32,33]. The laser pulse duration was long (τ = 2 ns),
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erated earlier in the interaction. In order to improve the
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ing condition is required. Moreover, the experimental
image in fig. 3(a) shows a non-uniform curvature radius
of the shock front. This suggests that we should treat this
as a three-dimensional problem, using a 3D code with a
detailed knowledge of the energy distribution inside the
focal spot. However, the high-quality XPCI images allow
a detailed study of the shock shape. By contrast, X-ray
absorption radiography does not provide us with the same
level of detail. To prove this, we can compare the synthetic
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the experiment (black dashed line).
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indicative of a strong density gradient which would “de-
flect” photons from the higher density region to the lower
one. This single intensity peak is probably due to the rar-
efaction wave which stands behind the shock front and
inside the shocked material. Moreover, the strong 2D
evolution observed is more consistent with a smaller fo-
cal spot. We could not characterize the focal spot at full
power and there was no phase plate to smooth the focal
spot distribution. It is therefore reasonable to expect high
intensity spikes which would affect laser energy deposition.
In addition, considering the wavelength used, we were also
more susceptible to parametric effects which could modify
the energy absorption.
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from 50 µm down to a 5 µm central spike. Results for
the smallest focal spot are detailed in fig. 3(c). Here, we
can distinguish a bright region corresponding to a single
phase contrast peak that is broadly consistent with our
experimental results. While the agreement is not per-
fect, this simulation proves that a spike in laser intensity
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age. The laser energy was kept at 25 J in these simula-
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for the experiment alongside numerical simulations with
a smaller focal spot. A single, intense peak is appar-
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spot in our experiment could be self-focusing of the laser
beam [32,33]. The laser pulse duration was long (τ = 2 ns),
which would allow the laser to interact with plasma gen-
erated earlier in the interaction. In order to improve the
agreement, a more detailed characterization of the focus-
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image in fig. 3(a) shows a non-uniform curvature radius
of the shock front. This suggests that we should treat this
as a three-dimensional problem, using a 3D code with a
detailed knowledge of the energy distribution inside the
focal spot. However, the high-quality XPCI images allow
a detailed study of the shock shape. By contrast, X-ray
absorption radiography does not provide us with the same
level of detail. To prove this, we can compare the synthetic
absorption radiography of the two simulations. The re-
sults are shown in fig. 5(a) and (b). It is much harder to
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Fig. 4: Comparison between the profile along the propagation axis of (a) XPCI simulation with nominal focal spot dimension
and (b) reduced focal spot dimension. Image (c) shows the profile comparison between the simulations (red and blue lines) with
the experiment (black dashed line).

Fig. 5: Synthetic radiographs corresponding to the simulation with (a) nominal focal spot and (b) reduced focal spot. The
image (c) compares the intensity profiles along the axis of the image (a) (black line) and (b) (red line).
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evolution observed is more consistent with a smaller fo-
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spot distribution. It is therefore reasonable to expect high
intensity spikes which would affect laser energy deposition.
In addition, considering the wavelength used, we were also
more susceptible to parametric effects which could modify
the energy absorption.
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tions where we progressively reduced the laser spot size
from 50 µm down to a 5 µm central spike. Results for
the smallest focal spot are detailed in fig. 3(c). Here, we
can distinguish a bright region corresponding to a single
phase contrast peak that is broadly consistent with our
experimental results. While the agreement is not per-
fect, this simulation proves that a spike in laser intensity
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age. The laser energy was kept at 25 J in these simula-
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for the experiment alongside numerical simulations with
a smaller focal spot. A single, intense peak is appar-
ent in the central region that is qualitatively consistent
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spot in our experiment could be self-focusing of the laser
beam [32,33]. The laser pulse duration was long (τ = 2 ns),
which would allow the laser to interact with plasma gen-
erated earlier in the interaction. In order to improve the
agreement, a more detailed characterization of the focus-
ing condition is required. Moreover, the experimental
image in fig. 3(a) shows a non-uniform curvature radius
of the shock front. This suggests that we should treat this
as a three-dimensional problem, using a 3D code with a
detailed knowledge of the energy distribution inside the
focal spot. However, the high-quality XPCI images allow
a detailed study of the shock shape. By contrast, X-ray
absorption radiography does not provide us with the same
level of detail. To prove this, we can compare the synthetic
absorption radiography of the two simulations. The re-
sults are shown in fig. 5(a) and (b). It is much harder to
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XPCI

X-ray 
radiography
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Cu 
backlighter 
target

CH cylinder target, 
R = 0.5 mm, L = 1.0 
mm

IP Detector in 
shielded box
M = 60x

IR beam (B1, B2), 
50 ps, 250 J, 2x1017 W/cm2
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UV beam (B3), 
2 ns, 1250 J, 1.6x1014 W/cm2
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XPCI experiment at Omega
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Channel Number

The backlighter beam focused on a thin Cu 
wire or a Cu strip onto a thin CH substrate

Hea

Ka

shot 
30652

Target stalk

Cu strip, 
5 µm×15 µm
×300 µm

Laser

CH foil

Laser

Focus Ø 50 µm, 
2x1017 W/cm2

Hard X-ray 
spectrometer**

ZnVH*

300 µm
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Probing the plasma at higher photon energies helps to mitigate the strong x-ray self-emission 
produced by the drive beams

Dtback = 10.0 ns, 𝑣!"#$% = 40 ± 4 µm/ns

Shot 30658

Shock front

Target 
boundary

Target 
stalk

1 mm

I = 1.6 × 1014 W/cm2

Polystyrene 
cylinder

Au grid

Phase contrast imaging reveals the position 
of the shock front and its curvature
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15 µm

No evidence of edge enhancement in grid image:
- Too high absorption in the grid (killing phase 

contrast effect)
- Misalignment between source and grid producing 

an “longer” projected gradient 

A spatial resolution of 15 µm was measured
using a static Au grid target
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DUED simulations + Phase Contrast module

shot 33105

The image quality was significantly improved by using a fresh image plate 
detector and by reducing the drive laser intensity

UV beam (B4), 2 ns, 495 J, 6x1013 W/cm2

Dtprobe = 15 ns, 𝑣!"#$% = 25 ± 2 µm/ns
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XPCI imaging of double shocks

Contrast for the second shock is a factor of 3x higher with phase-enhancement (21%  of source intensity) 
compared to absorption only radiography (only 7%)
This might open the possibility to use XPCI for shock-timing measurements in ICF – especially relevant for 
the shock ignition approach

1st shock
36 ± 2 µm/ns

2nd shock
77 ± 12 µm/ns

shot 30662

1.6 × 1014

W/cm2

Dtback = 15.0 ns

Dtdriver = 12.0 ns

1.6 × 1014

W/cm2
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Omega – preliminary test for imaging 
spherical implosions

Radiographs on IP indicate some phase contrast enhancement 
of the imploding shock wave

UV drive: 640 J, 2×1013 W/cm2

Driven CH solid sphere, 1 mm dia.

Courtesy W. Theobald
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How to obtain XPCI synthetic images?
Many codes but usually not adapted for HED applications and not interfaceable 
with hydro codes

Two approaches:

- Ray tracing (geometrical optics)

- Wave optics (code PhaseX)

A.Kar, T.R.Boehly, P.B.Radha, D.H.Edgell, S.X.Hu, P.M.Nilson, 
A.Shvydky, W.Theobald, D.Cao, K.S.Anderson, V.N.Goncharov, and 
S.P.Regan, “Simulated refraction-enhanced X-ray radiography of 
laser-driven shocks” Phys. Plasmas 26, 032705 (2019)

Phase change and 
deviation

No deviation but 
still there is a phase 
change
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How to obtain XPCI synthetic images?

Issue: describing the refraction index of the plasma

First the field transmitted to the sample is calculated as

Then the field is propagated in vacuum to the detector using the Fresnel approximation

- Wave optics (code PhaseX)

𝐴 = 𝑒𝑥𝑝3−𝑘𝛽 𝑟, 𝜆 𝑑𝑟

𝐸 = 𝐴exp −Δ𝜑 𝐸&

Δ𝜑 = 3−𝑘𝛿 𝑟, 𝜆 𝑑𝑟
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Conclusions

1) X-Ray Phase-Contrast Imaging (XCPI) is an 
extremely important diagnostic for HED physics

Images of double shocks have not been obtained before 
(previous attempt at Gekko using absorption X-ray 
radiography in the framework of “Shock ignition”)

2) XPCI experiments on LMJ using PETAL as a 
backlighter source appear to be feasible
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Thank  you  !!
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Further improvements of the technique are required

Mitigate radiation background in kJ facilities by replacing the time-integrating detector with a 
time-gated detector. 

x-ray framing cameras
Nanosecond-gated burst-mode hybrid CMOS imaging senso
pulse dilation tube imagers

Reduce backlighter source size for better spatial resolution

Thinner Cu strips
Placing Cu foil behind a micron-wide pinhole in Ta plate fabricated with a focused ion beam

An increase in useful signal intensity might be achieved by focusing the short-pulse beam to a 
line focus instead of a point focus

1 µm

30 µmPhotocathode
(photons à
electrons)

Pulse-dilation tube
Gated solid
state sensor
(hybrid
CMOS)

Courtesy W.Theobald
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Issues related to refraction index

Research Article Vol. 30, No. 3 / 31 Jan 2022 / Optics Express 3393

the photons relative to the carbon K-edge (284 eV). At photon energies lower than the K-edge the
discrepancy between the solid-cold and fully ionized or quasi-free models is >40%. At photon
energy ' 1 keV the discrepancy is ⇠ 5% and it falls below 3% at higher photon energy (�
K-edge). Figure 3(d) (at constant density) shows that the three models have a di�erent behavior
below the K-edge while they overlap at higher photon energies. Figure 3(c) does not show
significant di�erences between the fully ionized and the quasi-free model.

Fig. 3. Comparison between the models described in the text to calculate �, test material
polystyrene ⇢ = 1.05 g/cm3. The color maps show the discrepancy �r = (�1(E, ⇢) �
�2(E, ⇢))/�1(E, ⇢) between the models as a function of the photon energy and the mass
density expressed in unit of the solid density. a) solid-cold vs fully ionized, b) solid-cold
vs quasi-free, c) fully ionized vs quasi-free; the vertical dot-dash line indicates the carbon
K-edge energy. d) zoom of �(E) around the C K-edge at solid density.

Moreover, Kar et al. [9] found that above the absorption edge the phase-shift term for a solid
CH-plastic at room temperature agrees with the first-principles opacity table [40] model of the
same material at 5000 K.

To summarize, above the absorption edge the solid-cold model can reproduce the X-ray matter
interaction at conditions typical of high energy density experiments. Several works [9,41,42]
used these consideration to successfully reproduce XPCI experimental images of laser-driven
shock-wave in plastic materials.

Regarding the photon energy range, we should notice that above 20 keV Compton scattering is
the predominant mechanism. For this reason, the Compton scattering is included in PhaseX. The
attenuation in the solid-cold model (Eq. (7b)) takes into account the photoionization, Compton
and Rayleigh scattering cross-section. In general the opacity tables available for matter under
extreme conditions include the scattering process. Nevertheless, we are aware that a wave-optics
model cannot track the scattered photons, but it treats scattering simply as a reduction of the
transmitted beam. However, several works in literature [24,43,44] showed that wave-optics can
reproduce the experimental image of a plastic sample (low Z) at photon energy higher up to 20

Comparison between models to calculate δ, test material polystyrene ρ = 1.05 g/cm3. The color maps show the 
discrepancy ∆r = (δ1(E, ρ) − δ2(E, ρ))/δ1(E, ρ) between models as function of photon energy and mass density given in 
unit of the solid density. a) solid-cold vs. fully ionized, b) solid-cold vs. quasi-free, c) fully ionized vs. quasi-free; the 
vertical dot-dash line shows the carbon K-edge. d) zoom of δ(E) around the C K-edge at solid density. 


